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Abstract

A set of sensors is used to identify which of the users, from a pre-specified set of users, is currently using a device. Each sensor provides a name of a user and a real number representing its level of confidence in the assessment. However, the sensors measure different signals for different traits that are largely unrelated. To be able to implement a policy based on these measurements, one needs to aggregate the information provided by all sensors. We use an axiomatic approach to provide several reasonable trust functions. We show that by providing a few desirable properties we can derive several solutions that are characterized by these properties. Our analysis makes use of an important result by Kolmogorov (1930).

1. Introduction

Security systems for devices need to monitor whether the person using the device for a particular application is authorized to do so. This is typically done by installing a set of sensors in the device that take measurements any time that the device is used and compare these measurements to profiles of a pre-specified set of users. The sensors, however, are very different in terms of the users’ traits they are measuring: one might involve voice recognition, a second image recognition, and a third might record body movements. To implement a policy, e.g. to decide whether or not to shut down the device, one needs to aggregate the measurement made by all sensors into a single value for each user that stands for the level of trust that the system assigns to the event that the user is authorized. This is typically done by using a threshold strategy to implement the policy. However, because sensors measure different traits, these measurements may involve different scales, and different units of measurements. Often the exact algorithm designed by the sensor’s producer to take these measurements is unrevealed. This makes it hard to impossible to construct a reliable sample space and calculate conditional probabilities that will eventually determine the probabilities of type-one and type-two errors for each policy and identify the optimal policy.

The alternative direction is to use a non-probabilistic measure of similarity between the tested user and each of the users in the pre-specified set of users. Since different sensors use different techniques for aggregating their measurements, there is no straightforward and unique way to
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do so. This direction begs for an axiomatic approach that will specify a set of desirable properties to be satisfied by the aggregating method. Axiomatic approaches are very prevalent in economic theory and game theory. Perhaps, the most famous among those are von Neumann and Morgenstern (1944) axioms for expected utility theory, Arrow’s (1950) Impossibility Theorem, Nash’s (1950) bargaining solution, and the Shapley (1953) Value\(^3\) (see also Winter 2002).

At the core of the axiomatic approach lies the idea that instead of coming up with a solution “out of the blue” (where a solution can be a measurement method, a voting system, a fair allocation of resources, and more), it is better to first identify desirable properties (axioms) for a solution and then attempt to characterize all the solutions that satisfy these properties.

In this paper we provide an axiomatic treatment for measuring the trust level of multiple sensors. Our model assumes that each sensor provides two pieces of information: the identity of the user (i.e., which user from among the pre-specified users is likely to be using the device) and a real number that represents the level of confidence in this measurement. This confidence level can be based on a mixture between the sensor’s own assessment and an external test. To the set of potential users we add a virtual user called “other” who represents the prediction that the current user is outside the set of pre-specified ones. Our aim is to construct a measurement method that aggregates this data from multiple sensors, with a single number for each user specifying the system’s level of trust that the user is the one currently using the device. As mentioned we use an axiomatic approach. We provide three axiomatizations with the first and the third pinning down a unique solution and the second one yielding a set of solutions. Two types of axioms are involved. The first one determines the solution for degenerate cases, i.e., when the system works with a single sensor or when some user is not identified by any of the sensors. But the second, more important, type of axiom deal with the way two data sets (involving different sensors) are merged into one.

We stress here that no set of axioms is immune to potential criticism and we are not claiming that the axiomatic characterizations we provide here are the only reasonable ones. Our main purpose is to highlight several desirable properties and the way they map into solutions to measure security trust and sensor data fusion. We believe that some of these axioms can be modified to develop other solutions to the problem of user identification.

The literature on the theory of sensor fusion and sensor trust is broad and deep, and it is beyond the scope of this paper to review this literature. We point out, however, that much of this literature uses a probabilistic approach. This includes approaches of imprecise probability theories (Shafer’s 1976 theory of evidence) or Bayesian approach (Sommer et al 2009). Other approaches are based on the concept of “fuzzy sets” (Durrant-Whyte 2008 and Chen et al 2013) and the theory of subjective logic (Jøsang 2016), which assigns a degree of uncertainty to probabilities. The axiomatic approach in the sensor/information fusion literature is relatively
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sparse. Dubis et al. (2016) propose an axiomatic treatment for a model of information fusion but their framework is rather abstract. By contrast, our model is simpler and builds on the actual information provided by sensors that are regularly used by many firms in the communication industry. Furthermore, two of our three axiomatizations pin down a unique solution for the problem.

The rest of the paper is organized as follows. Section 2 describes the model framework and provides basic definitions. Section 3 defines the concept of trust function and presents one such function which is axiomatized in Section 4. Section 5 presents two alternative axiomatizations one of which characterizes a set of solutions that differ in the type of averaging operator that one uses (i.e., arithmetic, harmonic, geometric, etc.) The second axiomatization pins down a unique solution using an axiom that is akin to the way events are assigned probabilities in probability theory. We end with an appendix that provides the proof of an important result by Kolmogorov (1930) that we use for our characterization.

2. Model and Definitions

Let $S$ be a finite set of sensors, and $M$ a finite set of potential users of a device. When a device is in use the sensors have to jointly identify which of the users in $M$ is currently using the device. We add to the set $M$ an additional user “O” (“others”) that allows sensors to indicate that the current user is outside the set $M$, and denote $M^* = M \cup \{O\}$. Sensors provide measurements. A measurement of a sensor $i$ specifies a single user $m_i \in M^*$ (the identified user) and a level of confidence in $i$’s assessment denoted by $\gamma_i$. Hence, $i$’s measurement is given by the pair $w_i = (m_i, \gamma_i)$. We assume that the range of confidence levels for all sensors is finite and identical for all sensors $^4$, i.e., $0 \leq \gamma_i \leq \gamma^*$. We now define the notion of a “data set.”

**Definition:** A sensor data set (SDS) $w = \{w_i\}_{i \in S^*} = \{(m_s, \gamma_s)\}_{s \in S^*}$ of size $n$ is a sequence of measurements coming from $n$ different sensors in $S^* \subset S$ and $|S^*| = n$. We denote by $W$ the set of all sensor data sets.

3. Trust Functions

A trust function aggregates the measurements of all sensors to a single number for each user $m$. It can be interpreted as the level of trust of the entire system in user $m$ being the user who is currently using the device. We stress here that this number does not necessarily reflect a certain probabilistic belief, and hence it does not necessarily lie between 0 and 1. Instead it can

---
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be viewed as a measure of fitness/similarity between the traits of users, and the overall data that has been collected by the sensors.

**Definition:** A trust function (TF) is a function $F$ that assigns to each sensor data set $w \in W$ a vector in $R^{[M]}$. We interpret $F_m(w)$ as the level of trust assigned to user $m$ being the true user given the evidence generated by $w$.

**Definition:** A trust function $F$ is said to be symmetric if swapping the measurements of two sensors $i$ and $j$ would not affect the value of $F(w)$; i.e., for $w$ and $w'$ with $w_i = w'_j$ and $w'_i = w_j$ for some $i \neq j$ and $w_k = w'_k$ for all $k \neq i, j$ we have $F(w) = F(w')$.

Throughout the paper we will assume symmetry. Obviously in reality one might wish to attach more importance to one sensor than another by giving its measurements a greater weight. However, such asymmetry would typically arise only ex-post, i.e., after the system has been operating sufficiently long to reveal that one sensor’s measurements are more accurate than another’s.

We shall now present our first proposed trust function:

For each $m \in M$ and a vector $w$, we denote by $F_m(w)$ the overall trust for $m$ in the following way:

$$F_m(w) = \frac{1}{n} \sum_{j \in S_m} y_j,$$  \hspace{1cm} (1)

where $S_m = \{j|m_j = m\}$.

This most straightforward TF averages the confidence level over all sensors by assigning to all sensors that did not identify the user $m$ a confidence level zero for user $m$.

Note that (1) can also be written as:

$$F_m(w) = w(m)\mu(w, m),$$  \hspace{1cm} (2)

where $\mu(w, m) = \frac{1}{|S_m|} \sum_{j \in S_m} y_j$ and $w(m) = \frac{|S_m|}{n}$ Hence one factor in the product of $F_m(w)$ concerns the propensity of measurements to identify $m$ as the user and the other aggregates the confidence level of these measurements.

Our objective now is to characterize $F_m(w)$ axiomatically and then use the axiomatic approach to propose several other reasonable trust functions.

### 4. Axiomatization
Our first axiom requires that whether a user is not identified by a sensor or is identified with a confidence level zero, it will have the same effect on the aggregated trust level for that user. Furthermore, if the confidence level for a user m is zero for all sensors then so is the aggregated trust level for m.

Axiom 1 Suppose that \( w = \{(m_s, \gamma_s)\}_{s \in S} \) and \( w' = \{(m'_s, \gamma'_s)\}_{s \in S'} \) are TFs that are identical for all but one sensor \( s' \) such that \( m_{s'} = m \) and \( \gamma_{s'} = 0 \), and \( m'_{s'} \neq m \), then \( F_m(w) = F_{m'}(w') \).

Furthermore, if for each \( s \) such that \( m_s = m, \gamma_s = 0 \), then \( F_m(w) = 0 \).

Our single sensor axiom requires that the aggregated trust level for identifying a user by a single sensor, is identical to the confidence level for that user.

Axiom 2 Single-sensor condition: If \( w = (m, \gamma) \) is an SDS with one sensor, then \( F_m(w) = \gamma \).

Axiom 3 concerns the merging of two data sets. It asserts that when two data sets merge the joint trust level has to be a weighted average of the two data sets separately where the weights are proportional to the sizes of the data sets.

Axiom 3 Data expansion: Consider two SDS, \( w^1 = \{(m_s, \gamma_s)\}_{s \in S^1} \) and \( w^2 = \{(m_s, \gamma_s)\}_{s \in S^2} \) of sizes \( n_1 \) and \( n_2 \) respectively. Then \( \frac{n_1}{n_1 + n_2} F_m(w^1) + \frac{n_2}{n_1 + n_2} F_m(w^2) = F_m(w^1 \cup w^2) \), where \( w^1 \cup w^2 \) is a SDS of size \( n_1 + n_2 \) given by \( \{(m_s, \gamma_s)\}_{s \in S^1} \cup \{(m_s, \gamma_s)\}_{s \in S^2} \).

Proposition 1: There exists a unique trust function \( F \) satisfying Axioms 1-3, and it is given by \( F_m(w) = w(m) \mu(w, m) \) for \( m \in M \), where \( n \) is the size of \( w \).

Proof: We first show that all the axioms are satisfied by the TF \( F \) defined in the proposition. For Axiom 1 note that according to (2) a sensor \( j \) contributes a positive value to \( F_m(w) \) if \( j \in S_m \) and \( \gamma_j > 0 \). Furthermore, from (2) it follows immediately that if \( \gamma_s = 0 \), for all sensors, then \( F_m(w) = 0 \). Hence Axiom 1 holds because of the equivalence between (1) and (2). For Axiom 2 note that if \( w = (m, \gamma) \) is a single sensor SDS, then \( |S_m| = 1, \frac{|S_m|}{n} = 1 \), and \( \mu(w, m) = \gamma \), so we have \( F_m(w) = \gamma \) as asserted by Axiom 2.

Finally, we show that the TF defined in the proposition satisfies Axiom 3 by building on the equivalence between (1) and (2). Take two SDS \( w^1 \) and \( w^2 \) with the set of sensors \( S^1 \) and \( S^2 \) of size \( n_1 \) and \( n_2 \) respectively, and let \( w^3 = w^1 \cup w^2 \), (defined on the set of sensors \( S^3 = S^1 \cup S^2 \)), then
\[ F_m(w^3) = \frac{1}{n_1 + n_2} \left( \sum_{i \in S_m^1} \gamma_i + \sum_{i \in S_m^2} \gamma_i \right) = \frac{1}{n_1 + n_2} \left( n_1 \frac{|S_m^1|}{n_1} \mu(w^1, m) + n_2 \frac{|S_m^2|}{n_2} \mu(w^2, m) \right) \]

as asserted.

We next show uniqueness. We have to show that there is no other TF satisfying Axioms 1-3. We start by showing that Axioms 1 and 2 determine a TF uniquely on SDS of size 1. Suppose by way of contradiction that there are two TFs \( F \) and \( F' \) satisfying Axioms 1,2 and yet \( F \neq F' \). If \( F \neq F' \), then there must be some SDS of size 1 \( w \) such that \( F(w) \neq F'(w) \). Without loss of generality assume that \( w = (m, \gamma) \). By Axiom 2, \( F_m(w) = \gamma \). By Axiom 1 for any \( m' \neq m \) and \( m' \in M \), we have \( F_m(w) = 0 \). Now because \( F' \) satisfies Axioms 1, 2 we would have the same statements for \( F' \) contradicting the fact that \( F(w) \neq F'(w) \).

We next show that Axiom 1-3 determine uniquely an SFF on the entire set of SDS: We have to show that if \( F \) and \( F' \) are both TFs satisfying axioms 1-3, then we must have \( F(w) = F'(w) \) for every SDS \( w \). We show this by induction on the size of the SDS. We use the following induction assumption: For any TF defined on SDS \( w \) of size less or equal to \( r \), we have \( F(w) = F'(w) \). We have to show that we must have \( F(w) = F'(w) \) for all SDS of size \( r+1 \). We have already shown that the statement is true for \( r=1 \). Let \( w^1 \) be an SDS of size \( r \) given by \( \{(m_s, \gamma_s)\}_{s \in S'_1} \) with \( |S'_1| = r \) and \( w^2 \) be an SDS of size 1. We argued earlier in the proof that \( F(w^2) = F'(w^2) \). Furthermore, by the induction assumption we also have \( F(w^1) = F'(w^1) \). Let now \( w^3 \) be an SDS of size \( r+1 \).

We can write \( w^3 = w^1 \cup w^2 \), where \( w^1 \) is of size \( r \) and \( w^2 \) is of size 1. Since both \( F \) and \( F' \) satisfy Axiom 4 we have

\[
\frac{r}{r+1} F(w^1) + \frac{1}{r+1} F(w^2) = F(w^3) \quad \text{and} \quad \frac{r}{r+1} F'(w^1) + \frac{1}{r+1} F'(w^2) = F'(w^3),
\]

which implies that \( F'(w^3) = F(w^3) \). Q.E.D.

5. Trust Functions of Generalized Mean

In this section we shall go beyond the trust function defined and axiomatized in Section 4 by studying more basic aggregation axioms without referring directly to a notion of averaging. As we shall see, this will allow us to provide an axiomatic characterization of a parametrized class of trust functions rather than a single trust function.

We start by strengthening Axiom 2 and require that if all sensors attribute the same level of confidence to a user, the aggregated trust level for that user should coincide with the confidence level.

**Axiom 2'**: Full consensus: Suppose that \( w_1 = w_2 = \ldots = w_n = (m, \gamma) \), then \( F_m(w) = \gamma \).

Our next axiom is a consistency axiom. It asserts that by replacing the measurements of a subset of sensors with their aggregated trust level for user \( m \), the new SDS involving the entire set of sensors will not change.
Axiom 4: Consistency: Suppose that \( w = (w_1, w_2, ..., w_n) \) and \( F_m(w_1, w_2, ..., w_k) = \gamma \) for \( k \leq n \), then \( F_m(w) = (w^*, ..., w^*, w_{k+1}, w_{k+2}, ..., w_n) \), where \( w^* = (m, \gamma) \).

We can now state our second axiomatization result.

**Proposition 2:** Suppose that \( TF F \) satisfies Axioms 1, 2', and 4. Then there exists a continuous and increasing real function \( f \), such that

\[
F_m(w) = f^{-1}\left(\frac{1}{n} \sum_{j \in S_m} f(\gamma_j)\right)
\]

for \( m \in M \), where \( n \) is the size of \( w \).

**Proof:** We first associate every SDS \( w = \{(m_s, \gamma_s)\}_{s \in S'} \) with an \( n \)-dimensional real vector of the form \( x = (x_1, x_2, ..., x_n) = (\gamma_1, \gamma_2, ..., \gamma_k, 0, ..., 0) \), where \( \gamma_1, \gamma_2, ..., \gamma_k \) refer to the trust level of the sensors that identify \( m \) and have a positive trust level, and all the coordinates with zero values correspond to either sensors that identify a user \( m_j \neq m \) or a sensor that for which \( m_j = m \), but with zero confidence level, i.e., \( \gamma_j = 0 \). Because of the symmetry of \( F \) the precise mapping from the coordinates of \( x \) to the sensors does not affect the aggregated trust level. By Axiom 1, \( x = (x_1, x_2, ..., x_n) \) contains all the relevant information for \( F_m(w) \). We can therefore think of \( F_m \) as a function from \( R^n \) to \([0, \gamma^*]\), where \( \gamma^* \) is the upper bound for the confidence levels. Axiom 2' and Axiom 4 now correspond to properties III and IV in Kolmogorov (1930) (see the Appendix for the proof of the result). Following Kolmogorov (1930) there exists an increasing function \( f \) such that

\[
F_m(w) = f^{-1}\left(\frac{1}{n} \sum_{j \in S_m} f(\gamma_j)\right)
\]

But \( x_i = \gamma_i \) if \( i \in S_m \) and \( x_i = 0 \) if \( i \in S_m \). Hence \( F_m(w) = f^{-1}\left(\frac{1}{n} \sum_{j \in S_m} f(\gamma_j)\right) \), which completes the proof. Q.E.D.

We note here that special cases of (3) include some of the well-known definitions of the mean. In particular,

1. If \( f(\gamma_j) = \gamma_j \), then \( F_m(w) \) corresponds to the arithmetic mean of the confidence levels i.e., \( F_m(w) \) coincides with the TF as given in Proposition 1.
2. If \( f(\gamma_j) = \gamma_j^2 \), then \( F_m(w) \) corresponds to the quadratic mean, i.e., \( F_m(w) = \sqrt{\frac{1}{|S_m|} \sum_{j \in S_m} \gamma_j^2} \)
elf \( f(y_j) = \log(y_j) \), then \( F_m(w) \) corresponds to the geometric mean, i.e., \( F_m(w) = \sqrt[|S_m|]{\prod_{j \in S_m} y_j} \).

3. If \( f(y_j) = 1/y_j \), then \( F_m(w) \) is the harmonic mean of the confidence levels i.e.,
\[
F_m(w) = \frac{1}{\frac{1}{\sum_{j \in S_m} y_j}}.
\]

5. A Trust Function of Uncertainty Removal

We now consider replacing Axiom 4 with a different axiom for aggregating sensors’ information. This axiom builds on the idea of likelihood. Here, \( F_m(w) \) can be interpreted as the degree of removal of evidence to the contrary of \( m \) when \( m \) is the true user of the device.

**Axiom 4’** Probability expansion: Consider two SDS, \( w^1 = \{(m_s, y_s)\}_{s \in S_1'} \) and \( w^2 = \{(m_s, y_s)\}_{s \in S_2'} \) with \( S_1' \cap S_2' = \emptyset \), and let \( w^3 = w^1 \cup w^2 = \{(m_s, y_s)\}_{s \in S_1'} \cup \{(m_s, y_s)\}_{s \in S_2'} \). Then,
\[
F_m(w^3) = F_m(w^1) + F_m(w^2) - F_m(w^1)F_m(w^2),
\]

The intuition for Axiom 4’ is explained in Figure 1. Consider two sensors 1 and 2 generating the SDS’s \( w^1 \) and \( w^2 \) both of which identify user \( m \). The large rectangular represents the volume of the uncertainty as to whether \( m \) is the user. Every sensor with its corresponding SDS contains evidence that removes part of this uncertainty. The vertical small rectangle represents the volume of removed uncertainty by \( w^1 \) is, whereas the horizontal rectangle represents the uncertainty removed by \( w^2 \). As more and more sensors indicate that the user is \( m \) larger regions of the rectangle are covered. If the entire rectangle is covered, then all uncertainty is removed and \( m \) is identified with certainty. Since each sensor checks a different aspect of the user’s identity we may assume that the sets of removed uncertainty are orthogonal. \( F_m(w^1)F_m(w^2) \), now refers to the volume of uncertainty that both sensors remove. Hence, in order to avoid counting this volume twice we have to subtract it from \( F_m(w^1) + F_m(w^2) \) to get \( F_m(w^3) \).
Let \( w = \{(m_s, y_s)\}_{s \in S'} \) be an SDS and for each user \( m \) we recall that \( S_m = \{ j | m_j = m \} \).

We now define for each \( m \) in \( M^* \)

\[
G_m(w) = \sum_{k=1}^{\lvert S_m \rvert} (-1)^{k+1} \left\{ \sum_{\forall S \subseteq S_m, \lvert S \rvert = k} \prod_{j \in S} y_j \right\}
\]

\( G_m(w) \) is derived by the inclusion-exclusion principle that is used to compute the volume of the union of non-disjoint sets.

**Proposition 3**: There exists a unique TF satisfying Axioms 1, 2 and 4’, and it is given by \( G_m(w) \) defined above.

**Proof**: We start by noting that Axioms 1 - 2 determines uniquely the trust level for SDSs with a single sensor (see the proof of Proposition 1). The proof of Proposition 3 now follows by induction, namely, by implementing Axiom 4’ recursively. Specifically, suppose that there exists another TF \( F \) (different from \( G \)) satisfying 1,2 and 4’. Let \( w^1 \) be an SDS of size \( r \) given by \( \{(m_s, y_s)\}_{s \in S'} \) with \( \lvert S'_1 \rvert = r \) and \( w^2 \) be an SDS of size 1. We argued earlier in the proof that \( F(w^2) = G(w^2) \). Furthermore, by induction we also have \( F(w^1) = G(w^1) \). Let now \( w^3 \) be an SDS of size \( r+1 \).

We can write \( w^3 = w^1 \cup w^2 \), where \( w^1 \) is of size \( r \) and \( w^2 \) is of size 1, and by Axiom 4’ we have:

\[
F_m(w^3) = F_m(w^1) + F_m(w^2) - F_m(w^1)F_m(w^2) = G_m(w^1) + G_m(w^2) - G_m(w^1)G(w^2) = G_m(w^3)
\]

Q.E.D.
6. Discussion

1. In this paper we have chose a simple and practical axiomatic approach to deriving sensors’ information fusion. We believe that the axioms we introduced here, and especially the aggregation axioms, (i.e., 4 and 4'), can be modified to be used in a more complex framework, where the data contains more than a single value for the confidence level (e.g., both internal and external values,) or when the sensors do not necessarily point to a single user but rather to a set of them. Such an extension might provide new insights and new techniques for aggregating sensors’ information.

2. We weren’t explicit in the paper regarding the actual meaning of $\gamma$, because different sensors’ producers would have different meanings for this variable. However, one aspect of this meaning has to be taken into account. Consider a sensor whose level of confidence ranges between 0 and $\gamma^*$, and whose reported level is $\gamma_i$. There are two ways in which $\gamma^* - \gamma_i$ can be interpreted. It can represent the degree of uncertainty concerning the assessment “m,” or alternatively the degree of certainty that the current user is not m.  Our analysis here was building on the latter interpretation. However, one can quite easily convert it to the first interpretation by distributing $\gamma^* - \gamma_i$ across all users (including the m). This can be done by invoking a symmetry assumption and dividing equally, or if some prior probabilities are available based on preliminary data, dividing $\gamma^* - \gamma_i$ proportionally to these priors. An alternative approach to deal with this matter at the practical level is to construct a hybrid model that is a weighted average of the two priors, to test the model with existing data, and then to calibrate it by searching for the weights that best fit the data. This hybrid model approach can also be used to combine different TFs that emerge from our axiomatizations, or even combining one of our TFs with other TFs as proposed in the sensor fusion literature.

3. We finally note that our framework and results are useful also outside the context of sensors’ data as the problem described here is akin to many relevant problems in the social sciences. These include the following:

1. Aggregating opinions of experts who are advising on a medical treatment or a technical solution (where m is treatment and $\gamma_j$ is the extent to which an expert is certain that the treatment is the optimal one.)
2. Aggregating voters’ opinions regarding a policy or a candidate (where m is a policy/candidate, and $\gamma_j$ correspond to the intensity of liking the policy/candidate.)
3. Allocating resources or tasks between individuals (where m is an allocation of resources/tasks and $\gamma_j$ is the utility an individual is deriving from his proposed allocation).

In all these applications a social planner has to implement a solution based on the preferences reported by individuals. However, the most important difference between an
individual and a sensor, in this context, is that the latter might be gravely inaccurate, but it can never be intentionally dishonest. To be able to apply the techniques developed in this paper to the three applications listed above, one would have to take into account that individuals may intentionally misreport. To avoid such behavior one would need to design a version of our method that is also incentive compatible.

Appendix

Proof of Kolmogorov’s Average Characterization Theorem:

Let $M_n(x_1, \ldots, x_k)$ be a symmetric, continuous, and strictly increasing function (in each coordinate) from $R^k$ to $R$ defined for every $n \geq 1$ and every $x_1, \ldots, x_k$, $a \leq x_i \leq b$. (with a slight abuse of notation we will write $M(x_1, \ldots, x_k)$ omitting the subscript $n$). We can interpret $x_1, \ldots, x_n$ as an n-dimensional input and $M(x_1, \ldots, x_k)$ as the output aggregating the input to a single value.

We assume the following two properties for $M$:

I. $M(x, x, x, \ldots, x) = x$; i.e., if the input consists of a single value this value must coincide with the aggregated output.

II. $M(x_1, \ldots, x_n) = \bar{x} \implies M(x_1, \ldots, x_n, y_1, \ldots, y_m) = M(\bar{x}, \ldots, \bar{x}, y_1, \ldots, y_m)$ i.e., if a subset of the input is aggregated by the value $\bar{x}$, replacing the values in this subset with $\bar{x}$ will yield the same aggregated output.

Theorem (Kolmogorov 1930): A function $M$ satisfies conditions I and II if and only if $M(x_1, \ldots, x_n)$ is of the form (1),

$$M(x_1, x_2, \ldots, x_n) = \phi^{-1}\left(\frac{\phi(x_1) + \phi(x_2) + \ldots + \phi(x_n)}{n}\right),$$

(1)

where $\phi$ is a continuous and increasing function and $\phi^{-1}$ is its inverse function.

Proof: The fact that the function in (1) satisfies conditions I and II is straightforward. We will now show that I and II imply that $M$ must be of the form specified in (1). The proof is given for the case where $x_i$ are all rational numbers. The continuous case uses standard approximation arguments together with the continuity of $M$.

Consider a function $M$ satisfying I and II.

Let $M(mx, ny) = M(x_1, \ldots, x_m, y_1, \ldots, y_n)$,

$x = x_1 = x_2 = \ldots = x_m, \quad y = y_1 = y_2 = \ldots = y_n$ (i.e., $mx \text{ and } ny$ are replicas of $x \text{ and } y$)

From I and II it follows that $M(pm x, pny) = M(pM(mx, ny)) = M(mx, ny)$. 
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If \( mn' = nm' \) then

\[
M(mx, ny) = M(mn'x, nn'y) = M(mn'x, nn'y) = M(m'x, n'y). \]

Hence, when \( x \) and \( y \), are fixed, the value of \( M(mx, ny) \) depends only on the ration between \( m \) and \( n \).

We can now define a function \( \psi(z) \), for every rational \( z = \frac{p}{q}, 0 \leq z \leq 1 \), in the following way:

\[
\psi(z) = M(pb, (q - p)a),
\]

We will now show that \( \psi \) is well defined. Indeed, if \( z = \frac{p}{q} = \frac{p'}{q'} \) then \( p(q' - p') = p'(q - p), \)
and so it holds that \( \psi(z) \) has a single value.

We next show that \( \psi(z) \), as a function of rational \( z \), is an increasing function.

Let \( z' > z \) where \( z' \) and \( z \) denote fractions with same denominator

\[
z' = \frac{p'}{q}, \quad z = \frac{p}{q}, \quad p' > p.
\]

By condition I we get: \( \psi(z') = M(p'b, (q - p')a) > M(pb, (q - p)a) = \psi(z) \). This inequality follows from the fact that on the LHS the vector in M has fewer “a”s than the vector on the RHS, and the fact that \( a < b \).

Since \( \psi \) is strictly increasing we can define its inverse function to be \( \phi(x) \). \( \phi \) is defined for all values of \( x \) (where \( z \) is rational). Hence \( \phi \) is an increasing function as well.

Consider again \( M(x_1, \ldots, x_n) \) and write \( x_i = \psi(z_i) \), where \( z_i \) is rational.

We now represent \( z_i \) as a ratio of two integers by fixing the value of the denominator across all \( 1 \leq i \leq n \), i.e., \( z_i = \frac{q_i}{q} \). Then \( x_i = M(p_i b, (q - p_i)a) \) and

\[
M(x_1, x_2, \ldots, x_n) = M(qx_1, qx_2, \ldots, qx_n) = M((p_1 + \ldots + p_n)b, (nq - p_1 - \ldots - p_n)a) = \psi\left(\frac{p_1 + \ldots + p_n}{nq}\right) = \psi\left(\frac{z_1 + \ldots + z_n}{n}\right) = \psi\left(\frac{\phi(x_1) + \ldots + \phi(x_n)}{n}\right).
\]

Q.E.D.
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