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estimates and determine their influence on the overall
In making major decisions (e.g., about medical treat- aggregate judgment. In the following section, I suggest

ment, acceptance of manuscripts for publication, or that weighting and trimming are two important heuris-
investment), decision makers frequently poll the opin- tics in the aggregation of opinions under uncertainty.
ions and subjective estimates of other judges. The ag- In the studies that follow, I examine the use of thesegregation of these opinions is often beset by difficult-

cognitive heuristics in studies in which individual deci-ies. First, decision makers often encounter conflicting
sion makers were required to create aggregate esti-subjective estimates. Second, estimates are often ex-
mates on the basis of different samples of judgments.pressed with a measure of uncertainty. The decision
The results from these studies are contrasted with themaker thus needs to reconcile inconsistencies among

judgmental estimates and determine their influence findings of a normative study using a computer simula-
on the overall aggregate judgment. In the empirical tion that was designed to assess the objective effects of
studies, I examine the idea that weighting and trim- weighting and trimming operations on the accuracy
ming are two important heuristics in the aggregation of estimation.
of opinions under uncertainty. The results from these
studies are contrasted with the findings of a normative

AGGREGATION PROCESSESstudy using a computer simulation that was designed
to assess the objective effects of weighting and trim-

In the following section, I review the cognitive psycho-ming operations on the accuracy of estimation. q 1997
logical bases for weighting and trimming processes inAcademic Press

judgmental aggregation of estimates. In parallel, I also
consider the normative conditions under which one

It is common practice to poll the opinions and judg- might expect weighting and trimming operations to in-
ments of knowledgeable individuals before making ma- crease accuracy over simple averaging.
jor decisions. Patients often seek several opinions before Previous research has considered simple averaging
deciding on radical surgery, faculty deans poll opinions as a psychological model of the aggregation process (An-
about candidates, journal editors consult referees con- derson, 1981; Dawes, 1979; Einhorn & Hogarth, 1975;
cerning publication decisions, and business managers Einhorn, Hogarth, & Klempner, 1977; Hastie, 1986;
seek expert forecasts before embarking on risky proj- Sniezek & Henry, 1989). Numerous empirical studies on
ects. forecasting and estimation have also suggested simple

The research presented here concerns two important averaging of individual opinions as a normative scheme
issues that affect the aggregation process. First, deci- and a method for improving the accuracy of predictions
sion makers often encounter conflicting opinions and (Armstrong, 1985; Ashton, 1986; Hill, 1982; Hogarth,
judgments. Second, judgments are often expressed with 1978; Zajonc, 1962; Zarnowitz, 1984). Due to its promi-
a measure of uncertainty. The decision maker thus nence in the judgment literature, simple averaging is
needs to reconcile inconsistencies among judgmental used as a baseline in evaluating the distinctive effects

of weighting and trimming operations.
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effect on estimation accuracy. There are several psycho- the utility of trimming depends on the parent distribu-
tion of the judgments, I will consider next the distribu-logical bases for weighting input judgments by the con-
tional properties of judgmental errors. The followingfidence expressed by the judges. Confident judgments
section also provides the background for our methods.are useful for decision makers because they are more

informative (i.e., less vague) and hence more conducive
to action. Moreover, according to conversational norms Properties of Judgmental Interval Estimates
and the cooperative principle (Grice, 1975), confidence

This work is focused on interval estimates of uncer-in judgment is an indicator of the judge’s belief in his or
tain quantities. Intervals are often communicated inher knowledge and hence useful to the decision maker.
the course of real life forecasting and decision makingFrom a normative viewpoint, one might ask whether
situations. For instance, an expert asked to forecastconfidence is indeed a valid predictor of accuracy. If
inflation might produce a finely grained estimates suchconfidence is positively correlated with accuracy (Yaniv,
as “4 to 5%” or a coarser estimation such as “1 to 12%”.Yates, & Smith, 1991), then weighting judgments by
The width (or graininess) of an interval estimate pre-confidence would increase the accuracy of the aggregate
sumably reflects the individual’s assessment of his orjudgment. Numerous studies indeed have found a small her knowledge (Yaniv & Foster, 1995, 1997). Two nota-

to moderate positive correlation between confidence ble findings on interval estimates are relevant to our
and accuracy (Armstrong, 1985, p. 138; Braun & Yaniv, work on aggregation of judgments. The first finding
1992; Lichtenstein, Fischhoff, & Phillips, 1982; Wells & arises from numerous studies that have asked subjects
Murray, 1984; Winkler, 1971; Yates, 1990). At least one to generate interval estimates for uncertain quantities
study has found that greater accuracy can be achieved such as general knowledge questions (e.g., “air distance
by using confidence as a weighting factor in combining between New York and Chicago”). In such studies typi-
human predictions with statistical, base-rate predic- cally about 40 to 60% of interval judgments include the
tions (Yaniv & Hogarth, 1993). true answers (Lichtenstein et al., 1982; Yates, 1990,

Another aggregation heuristic considered here is Chapter 4; Russo & Schoemaker, 1992). This is the case
trimming of outlying judgments. An input judgment is even when subjects are specifically asked to generate
called “outlying” if it is extreme relative to other opin- interval estimates which include the truth with a proba-

bility of 98% (Alpert & Raiffa, 1982). In one previousions in the sample. In some cases we may say that a
study that asked subjects to estimate 95% confidencejudgment is outlying if it is not only extreme, but also
intervals, we observed a 43% hit rate (Yaniv & Foster,highly confident. From a cognitive psychological view-
1997). Thus subjective 95% confidence intervals are farpoint, trimming is a simplifying heuristic. First, it re-
too narrow relative to the expected hit rate. Neverthe-duces the conflict among inputs and thus helps abstract
less, confidence might still be a useful tool for aggregat-the central tendency of the judgment set. Second, and
ing interval judgments, as shown later.in a different vein, decision makers can use trimming

A second notable finding concerns the extent of dis-as a heuristic rule for curbing the influence of individu-
agreement among judges and its consequences for anals who strategically aim to bias the aggregate opinion
intersection rule for aggregation. In theory, decisionby announcing extreme judgments with great confi-
makers can compute the intersection of the set of givendence. Trimming is a two-edged sword, however. In
interval estimates and then pick a point estimate intrimming outlying forecasts, decision makers could un-
that range. In practice, the intersection rule for aggre-knowingly be ignoring their best data—although dis- gation is not feasible because the intersection most of-

senting estimates differ from the consensus, they are ten does not exist. For instance, I checked the overlap
not necessarily wrong. Moreover, a tendency to resolve among random pairs of interval judgments drawn from
inconsistencies by trimming outlying opinions, as in the pool of subjective 95% confidence intervals obtained
discounting evidence that challenges one’s prior beliefs, in Yaniv and Foster (1997). Two intervals overlap if
can hamper proper revision of beliefs (Bochner & Insko, they have at least one point in common. In only 56%
1966; Lord, Ross, & Lepper, 1979). of the pairs was there an overlap between the two. In

Statistical analysis delineates some of the conditions the remaining 44%, the two intervals had not a single
under which trimming outliers is a useful strategy in point in common. This result is based on 250 samples
aggregating judgments. DeGroot (1986, pp. 564–569) of pairs of interval judgments drawn with replacement.
shows that for samples drawn from a heavy-tailed, sym- In another simulation, samples of size n 5 8 were ran-
metric distribution, the trimmed mean has advantages domly drawn and the intersection of all eight estimates

in each sample was evaluated. Here less than 1% of theover the sample mean (see also Wilcox, 1992). Because
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samples of eight intervals had an overlap. In general, as opinions might be beneficial. Trimming means that peo-
ple discount input judgments that lie far from the con-sample size rose from 2 to 8, the chances of an overlap

diminished dramatically. The prevalence of no-overlap sensus of the sample. As noted, removal of outlier opin-
ions from a sample could be a two-edged sword.indicates that the intersection scheme is not a feasible

rule for aggregation due to the great disagreement Statistically, the usefulness of trimming outliers de-
pends on the parent distribution (DeGroot, 1986, pp.among judges. This underscores the cognitive difficulty

that decision makers might encounter in aggregating 564–569; Wilcox, 1992). The distribution of judgmental
errors for the 95% confidence-interval study (Yaniv &others’ opinions, and hence, the need for aggregation

heuristics. Foster, 1997) is presented in Fig. 1.
The measure of accuracy used is the normalized error,

defined as (t 2 m)/g, where t is the true answer, m isBases for Weighting Interval Judgments
the midpoint, and g is interval width (Yaniv & Foster,
1997). The normalized error measure implies that, inIn the present study, the precision or “graininess” of

an interval judgment is viewed as an indication of a evaluating the accuracy of an estimate, listeners con-
sider not only the error in the estimate but also thejudge’s faith in his or her knowledge (Yaniv & Foster,

1995, 1997). Graininess thus has a communicative func- precision claimed by the judge. It captures the intuition
that an erroneous judgment stated with great precisiontion and decision makers could weight interval judg-

ments by assigning them weights proportional to 1/g, (i.e., high confidence) is disliked more than a similar
error stated with less precision. For instance, considerwhere g is the precision (interval width) of the judg-

ment. the accuracy of two hypothetical judgmental estimates
concerning “the number of United Nation members (inFrom a normative point of view, weighting judgments

by their inverse width is useful if the width of interval 1987)”: (A) “130 to 150” and (B) “130 to 132.” Although
both estimates miss the truth (there were 159 UN mem-judgments is monotonically related to the magnitude

of their errors. Relevant evidence comes from a study bers in 1987), they might be evaluated differently. The
width of the first estimate is 20, thus its normalizedby Yaniv and Foster (1997) in which respondents gave

subjective 95% confidence intervals for quantities such error is less than one unit; in contrast, the second esti-
mate (width 5 2) has a normalized error of about 14as “number of countries in the United Nations” or

“height of Mount Everest.” Only 43% of the confidence units. In terms of normalized error alone, B is less
accurate, reflecting the fact that its absolute error isintervals contained the correct answers, indicating that

subjective 95% confidence intervals are narrower than large relative to the level of the claimed precision.
Figure 1 shows a histogram of normalized errorsthey should be.

More importantly, however, further analyses re- (rounded to the nearest integer) in the 95% confidence-
interval study. The bar above zero represents intervalvealed that interval width predicts subjects’ absolute

errors. Absolute error is defined as |t 2 m|, where t is judgments that contain the truth (intervals that con-
tain the truth have 20.5 # normalized error # 0.5).the true answer and m is the midpoint of the subject’s

interval. In one analysis, for each individual a correla- Although judgments included the correct answer in
slightly less than half of the cases, most (86%) of thetion was computed between g (interval width) and

|t 2 m| (absolute error). These individual correlations normalized errors were between 24 and 14. The tails
represent those estimates that are both far from theaveraged 0.76. This analysis shows that, for a given

individual subject, interval width is a moderate pre-
dictor of his or her absolute error. In a second analysis,
for each question a correlation was computed between
g and |t 2 m|. The correlations calculated in this fashion
averaged 0.34. Thus, for a given question, subjects who
indicate narrower intervals tend to have lower absolute
errors. The latter findings imply that weighting judg-
ments by inverse width might improve the accuracy of
aggregate judgments.

Bases for Trimming FIG. 1. Distribution of normalized errors from the 95% confi-
dence-interval study (Yaniv & Foster, 1997). Extreme normalized

The results of the 95% confidence-interval study errors (less than 210 or greater than 110) occurred in 5.5% of the
cases.(Yaniv & Foster, 1997) suggest that trimming outlying
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correct answer and narrow. For illustration, an error- fit of simple averaging. The latter served as a baseline
due to its prominence as a model for the aggregationto-precision of 10 would be exhibited by a judge who,

in estimating a historical date, stated an interval period of forecasts.
In the second part of this article, the results fromof 10 years whose midpoint was off the truth by a hun-

dred years. Only 5.5% of the estimates had absolute these four studies were contrasted with the findings of
a normative study based on a computer simulation thatnormalized errors greater than 10.

The distribution of errors has important implications assessed the actual effects of weighting and trimming
operations on accuracy of estimation.for the aggregation of opinions. First, it is centered

around zero. This means that the central tendency of
Study 1a random sample is likely to be correctly centered near

the true answer. Second, it has relatively thick tails The first study assessed the role of weighting in ag-
(e.g., by comparison to the normal distribution).1 gregation. Subjects were supposed to form aggregate
Roughly speaking, the distribution is similar in appear- judgments on the basis of samples of interval judg-
ance to the Cauchey distribution. This shape of distribu- ments. The interval judgments were embedded in a
tion of normalized errors was found in a number of fictional scenario with instructions as follows. “Imagine
studies using different respondent populations and dif- that you have been chosen to teach for several months
ferent general knowledge estimation questions (e.g., in another country. While traveling to your destination
Schul & Yaniv, in press; Yaniv & Foster, 1997). Ac- you meet groups of students from your home country.
cording to DeGroot (1986, pp. 564–569), for symmetric You use these encounters to learn about the culture,
distributions with relatively thick tails a trimmed sam- society, geography, and history of the place. In each of
ple mean is preferred to the sample mean as an estima- the following cases, we ask you to imagine that you are
tor of the central tendency of the distribution. The dis- approaching two individuals for answers to a specific
tribution in Fig. 1 implies that even a small sample of question that you have. Each of the individuals answers
judgmental estimates (e.g., n 5 5) is likely to include your question by providing an estimated range based
outliers from the tails of this distribution. In sum, these on his/her memory and best judgment. Your task is to
findings suggest that trimming might increase the ac- determine what you think the true answer might be
curacy of estimation in aggregating judgments. based on the two range estimates.” Two sample ques-

tions from Study 1 in which subjects were supposed to
HEURISTIC AGGREGATION OF OPINIONS

indicate their best estimates and ranges, are shown
below.The preceding discussion suggests that weighting

and trimming might be two important cognitive heuris- In local currency, what is the price of a guided tour through the
capital city?tics in aggregation of opinions under uncertainty. In

four studies I examined how respondents form their Person A says: 4–100
best point estimates based on a sample of estimates. Person B says: 15–35

Your best estimateIn Studies 1 and 2 respondents created a series of aggre-
Best rangegate estimates that were each based on a sample of two

judgments; the focus of the analysis was on the role of
How many restaurants are in the biggest city?weighting in aggregation. In Studies 3 and 4 respon-

dents were supposed to aggregate on each trial a sample Person C says: 50–100
of 5 to 8 judgments. Here the larger samples allowed Person D says: 110–160

Your best estimateevaluation of the role of trimming. In each study, the
Best rangefit of weighting and trimming schemes to subjective

aggregate judgments was assessed in comparison to the The interval estimates presented as the opinions of
persons A, B, C, and D were actually sampled from

1 A simple informal comparison shows a striking difference between pools of answers to real questions collected in an earlier
the observed distribution in Fig. 1 and the normal distribution. First study (Yaniv & Foster, 1997) on judgmental estimation.note that in the standard normal distribution, the range defined by

The two intervals (4–100 and 15–35) used in the presentthe z values 20.68 and 10.68 contains 50% of the density; similarly,
with the observed distribution in Fig. 1, the interquartile range 20.6 study with the question on “the price of a guided tour”
to 10.9 contains 50% of the distribution. Now in the standard normal were randomly drawn from the pool of answers given
distribution the range 22.0 to 12.0 contains over 95% of the density by subjects in an earlier study as estimates of the “num-
whereas in Fig. 1, the range 22 to 12 contains only 77% of the ber of American symphony orchestras.” Similarly, theobservations. Clearly a considerable portion of this distribution lies

ranges given along with the question on “restaurantsat the tails (compared with the normal distribution). As a matter of
fact, even the range 210 to 110 contains only 96% of the density. in the biggest city” were randomly drawn from the pool
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of estimates originally made for the “number of stories A second scheme, called weighting, implies that re-
spondents assign weights to the input judgments as ain Sears tower in Chicago.”

The sampling of estimates from pools of real answers function of their width. Specifically, a weighted average
of the midpoints of all input judgments xi is computedis central to the methodology of this research, for rea-

sons that will be explained later. In this study, actual with weights inversely related to width,
estimates were presented along with fictitious ques-
tions to help ensure that respondents focus on the input

xw 5 o
n

i51
wixi,estimates provided to them and minimize the influence

of prior knowledge.
Each subject made aggregate judgment for each of 25 where

different pairs of intervals. These pairs were randomly
sampled from 25 pools of answers to general knowledge
questions, as described above. Overall we used 250 sam-
ples (pairs) of intervals, divided into ten different ques- wi 5

1
gi

o
n

k51

1
gk

;
tionnaire versions. The subjects were 50 undergraduate
students who were randomly assigned one of the 10 ver-
sions.

thus,
Aggregation Schemes

The analysis evaluates the effect of a weighting oper- o
n

i51
wi 5 1.

ation in subjective aggregation of inputs. Aggregate es-
timates derived from formal schemes were fitted to the

Schemes that involve trimming operations are notsubjective aggregate judgments. The schemes for aggre-
meaningful with samples of size n 5 2. Trimming isgation were designed to explain how respondents ar-
therefore defined later in Studies 3 and 4, which in-rived at the aggregate point estimates.2

volved larger samples.Let i 5 1, . . . , n be the indices of a series of n interval
judgments, and let xi and gi be the respective midpoint

Resultsand width of interval i. With a simple averaging scheme,
equal weights are assigned to all inputs (regardless of For each pair of input judgments, a weighted average
interval width). Thus the resulting estimate is the mean and a simple average were calculated. The resulting
of the midpoints of all input intervals, statistical aggregate estimates were fitted to the subjec-

tive aggregate judgments. The fit of a particular scheme
was assessed by computing a normalized error measurex 5

1
n o

n

i51
xi.

|a 2 s|/g, where s is the scheme-derived, aggregate esti-
mate for a given sample, a is the subjective estimate
for that sample, and g is the width of the subject’sSimple averaging has been suggested as a model of
estimated interval. The normalization by g (see alsohuman judgment. It is also a prominent formal method
Yaniv & Foster, 1995, 1997) makes it possible to poolfor aggregating forecasts. I therefore use it as a baseline
the data across questions.for comparing other schemes.

The fits of the weighting and simple averaging
schemes to respondents’ estimates are shown in Table2 The question of how respondents arrive at the aggregate widths
1. For each respondent, the mean fit of simple averagingis not being addressed by the schemes. Note that with respect to point

estimates the respondent’s goal is simply to be as close as possible to and the mean fit of weighting were obtained. A paired
the true answer. One can readily evaluate whether respondents en- t test indicated that weighting provided a better fit of
gage schemes that increase the accuracy of their point estimates. In subjects’ estimates than simple averaging, t(49) 5 4.74,
contrast, there are different, possibly opposing goals that could (and r , .001. This effect means that weighting provides ashould) guide respondents in constructing their best ranges. Respon-

better account of the aggregation process than doesdents may wish to give intervals that are likely to include the true
answers and hence are fairly wide. At the same time, respondents simple averaging.
may also aim to give intervals that are not too wide otherwise they This result is not specific to the error normalization
would be uninformative. (This is the accuracy-informativeness trade- used above. The same conclusion is obtained in using
off described in Yaniv & Foster, 1995.) In sum, due to these counter- the “absolute percent error” which equals 100 * |a 2 s|/vailing objectives the criteria for evaluating the goodness of fit of

a. This alternative method for normalizing the errorsintervals are more complex and require a separate theoretical treat-
ment. has been prominent in the judgment and forecasting
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TABLE 1 prepared. In each pair, samples 1 and 2 had identical
midpoints but differed in precision. Two sets of materi-Fits of Various Schemes to Subjective Aggregate

Judgments als were constructed. Each set included the 15 questions
using either sample 1 or sample 2. Respondents (N 5

Study 4
20) were randomly assigned one of the two sets.

Aggregation Study 1 Study 3 n 5 5 with n 5 5 no If respondents place greater weight on the more pre-
schemes (n 5 2) (n 5 8) outlier outlier cise estimate, then their best guesses should be larger

Trim and weight — 0.99* 1.11 0.50 in sample 2 than in sample 1 above. This prediction
39%** 27% 22% was confirmed. For instance, the mean best guesses for

Trimming (median) — 1.14 1.13 0.66 samples 1 and 2 (question above) were 12.7 and 15.5,
46% 27% 21% respectively. In 13 out of 15 pairs of questions, the meanWeighting 0.75 1.12 1.62 0.50

best guesses were biased in the direction predicted by23% 45% 53% 22%
Simple averaging 2.05 5.18 1.48 1.26 the hypothesis that people weight the estimates by their

66% 328% 47% 49% precision (sign test, p , .05). This systematic effect of
precision on the subjective aggregate estimates in the*This fit measure is the normalized error |a 2 s|/g, where a is the
direction of the more precise estimate provides directsubject’s aggregate estimate, s is the statistical aggregate estimate,

and g is the width of the subject’s interval estimate. Lower numbers evidence for weighting.
indicate a better fit.

**This fit measure is the “absolute percent error” 100 * |a 2 s|/a, Study 3
where a is the subject’s aggregate estimate and s is the statistical
aggregate estimate. Lower percentages indicate a better fit. In Study 3, respondents formed aggregate judgments

based on samples of eight input judgments, as in the
example illustrated below. As in Study 1, variousliterature (Armstrong, 1985). The mean absolute per-
schemes were fit to people’s estimates. The larger sam-cent errors (Table 1) were 66 and 23% for the simple
ple size allowed further examination of the use ofaveraging and weighting schemes, respectively, t(49) 5
weighting in aggregation. More importantly, it enables3.98, p , .001.
examination of the procedures for trimming outlier esti-

Study 2 mates.

In Study 2 we sought more direct evidence that people In what year was the last earthquake?
assign greater weight to the more precise estimates.

Person A: 1600–1900
We created pairs of questions in which the estimates Person B: 1800–1850
had the same midpoints, but varied only in their preci- Person C: 1800–1970

Person D: 1870–1890sion. Consider the following matched pair of questions:
Person E: 1820–1910

Sample 1 Person F: 1931–1932
Person G: 1700–1800

What is the number of students that attend the main university Person H: 1500–1900
in the capital city? Your best estimate

Best range
Person A says: 8–24 (in thousands)
Person B says: 11–13 (in thousands) Forty-two questions were created and then divided
Your best guess

into three questionnaires. Each questionnaire included
14 questions with different sets of interval judgments.Sample 2
The sets of input intervals were randomly drawn from
the pools of answers of Yaniv and Foster (1997), as inWhat is the number of students that attend the main university
Study 1. Thirty subjects participated in the study; 10in the capital city?
were assigned to each version.Person C says: 15–17 (in thousands)

Person D says: 4–20 (in thousands)
AnalysisYour best guess

The midpoints of the intervals in samples 1 and 2 As in Study 1, two schemes were fit to subjects’ aggre-
gate estimates: simple averaging and weighting. Theare identical (A, C 5 16 and B, D 5 12). But in sample

1, the lower estimate (midpoint 5 12) is associated with use of larger samples however readily demonstrates a
major weakness of the weighting heuristic that lies ingreater precision whereas in sample 2 the higher esti-

mate (midpoint 5 16) is associated with greater preci- its great sensitivity to opinions. For instance, in the
question above, opinion F is extreme relative to thesion. Fifteen pairs of questions (like the one above) were
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others. Under weighting, opinion F would be assigned conclusions. The corresponding significance tests repli-
cated the results above suggesting that trim and weighta large weight because it is stated with great precision.

Therefore, it would strongly bias the resulting aggre- was better than either trimming (median), t(29) 5 2.72,
p , .05, or weighting, t(29) 5 5.43, p , .01; weightinggate estimate. People may have procedures for dealing

with such outliers. The two following schemes were provided better fit than simple averaging, t(29) 5 13.96,
p , .001.meant to curb the impact of extreme input judgments.

One important scheme of interest called trimming, Next, I examined the effects of alternative cutoff lev-
els c for the trim and weight scheme. Note that as cis based simply on the median. The median operation,

by definition, trims all opinions in the sample except increases the chances that an outlier will be found in
a sample decreases. In this study, the percentage offor the one (or two) middle opinion(s) (depending on the

number of opinions). Another scheme of major interest samples that included at least one outlier were 86, 55,
and 17% for c values of 2, 4, and 8, respectively. Theis trim and weight. With this scheme, the extreme opin-

ions are trimmed and the remaining ones are weighted corresponding mean absolute percent errors for trim
and weight were 40, 39, and 43%, respectively. The fitaccording to their precision. The trim and weight proce-

dure for trimming is described here. results of trim and weight seem fairly robust to changes
of the cutoff level; with c 5 8 the fit of trim and weightFor each interval estimate, an “extremity index” is

calculated. Extremity is indicated by the measure |xi 2 approaches the fit of weighting alone because in fewer
samples any estimates are being trimmed.xw|/gi, where xi and gi are the midpoint and width of

interval i; xw is the weighted average of all judgments These results are consistent with the hypothesis that
in aggregating judgments individuals weigh inputs ac-in the sample as defined in Study 1:
cording to their precision but trim those that are far
from the “consensus.” Some converging evidence for a

xw 5 o
n

i51
wixi. trim and weight heuristic comes from the observation

that subjects occasionally crossed out one or two of the
input intervals provided to them. The deleted inputAn interval judgment i is trimmed if and only if |xi 2
judgments tended to be either exceptionally wide inter-xw|/gi . c, where c is some cutoff point. Thus an interval
vals or narrow, extreme intervals. Weighting and trim-is considered outlying if it is both narrow and far from
ming operations indeed assign low (or zero) weights toxw. With the trim and weight scheme, the aggregate
these types of judgments.estimate is the weighted average of the estimates left in

In Studies 1 and 3, the effects of trim and weight andthe sample after trimming. The scheme trim of weight
of trimming alone were inferred from statistical fits ofcaptures in a formal way the simple intuition that opin-
aggregate judgments. The samples were drawn fromion F stands out as an outlier because it is both “narrow”
the pools of estimates. There was no attempt to controland “far from the consensus.”
the frequency of outliers and the dispersion of judg-Statistical demonstrations of the use of trimming for
ments in the various samples; the frequency and occur-samples drawn from heavy-tailed distributions (e.g.,
rence of outliers were representative of the populationDeGroot, 1986, pp. 564–569) recommend trimming of
from which they were drawn. For instance, 55% of the10% to 20% of the data. Accordingly, I have chosen a
random samples of size 8 included at least one outlier.cutoff level of c 5 4. This choice was made heuristically,
(Note that the distribution in Fig. 1 implies that outly-based on Fig. 1, which shows that 14% of the density
ing judgments ought to be even more frequent inlies outside the limits 24 to 14. The effects of two
larger samples.)alternative cutoff points (c 5 2, 8) were also tested.

The advantage of this sampling approach is that it
preserves the ecological validity of the research. ThusResults
subjects were faced with sets of estimates that they
might have been offered in realistic situations in re-As shown in Table 1, the goodness of fit (based on

the normalized error used in Study 1) was significantly sponse to these types of question. We will see in the
second part of the investigation that this sampling ap-better for weighting than for simple averaging, t(29) 5

8.39, p , .001. Trimming (median) also provided a bet- proach also facilitates the evaluation of the normative
accuracy of various schemes. The disadvantage of theter fit than did simple averaging, t(29) 5 9.49, p , .001.

Trimming did not differ from weighting, however. Trim sampling approach, however, is in the lack of control
over the exact occurrence of outliers in the samples. Inand weight (c 5 4) provided a significantly better fit

than weighting alone, t(29) 5 5.26, p , .001, but did the next study a different approach was taken, whereby
the occurrence of outliers in the samples was controlled,not differ significantly from trimming alone. The mean

absolute percent errors (see Table 1) lead to similar so that the effects of trimming could be tested directly.
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Study 4 questions, with the only difference being whether or
not an outlier was included. The two versions of eachThe goal of Study 4 was to examine directly the idea
question were assigned to different booklets. The re-that outlying inputs are given relatively low weights
spondents (N 5 36) were undergraduate students whoin aggregation. The following two changes were intro-
received payment for their participation. They eachduced. First, in addition to providing point and range
completed one booklet.estimates, subjects also ranked the input opinions in

As in the previous studies, subjects were asked forthe order of importance they had assigned to them in
their best aggregate estimates and best ranges. Thenaggregation. Second, the number of outliers in each
they were asked to rank the five estimates accordingsample was controlled by design. Two types of samples
to the importance weights (highest to lowest) they hadwere used, ones that contained an outlier and ones that
assigned them in aggregation. If two (or more) inputdid not. This made it possible to compare the ranks
opinions were equally important, they could assignassigned to the outlier opinions under each condition.
them the same rank.Two sample questions are shown below.
ResultsIn what year was the last major earthquake?

The two primary analyses involved the fits of various
Opinions Ranks schemes and the ranks assigned to the estimates.

Person A: 1890–1920 A.
Person B: 1890–1910 B. Fit. The fits of the various schemes are shown in
Person C: 1931–1933 C. Table 1. In the non-outlier condition, trim and weight
Person D: 1880–1890 D. was effectively identical to weighting alone (becausePerson E: 1890–1895 E.

there were no outliers). Trim and weight was better
Your best estimate than simple averaging, t(35) 5 3.23, p , .05, and did
Best range not significantly differ from trimming. In the outlier

Now rank the five opinions from 1 through 5 according to the condition, trim and weight was better than weighting
weight you have given them in your estimation (1 5 largest alone, t(35) 5 2.36, p , .05, but did not significantly
weight, 5 5 smallest weight). differ from trimming alone, t , 1. Trimming provided

a better fit than simple averaging, t(35) 5 2.44, p ,
In what year was the last major earthquake? .05; likewise, trim and weight provided a better fit than

simple averaging, t(35) 5 2.70, p , .05. The poor fit
of weighting clearly demonstrates the inadequacy of

Opinions Ranks
weighting alone without provisions for trimming of out-Person A: 1890–1920 A.
liers. Weighting, by definition, placed heavy weights onPerson B: 1890–1910 B.

Person C: 1896–1898 C. the narrow outliers—the very estimates that subjects
Person D: 1880–1890 D. tended to discount. A comparison of the fits between
Person E: 1890–1895 E. trim and weight and weighting alone across the two
Your best estimate conditions (Table 1) suggests that people do trim out-
Best range liers.

Now rank the five opinions from 1 through 5 according to the Ranking. The first goal of the analysis was to exam-
weight you have given them in your estimation (1 5 largest ine the evidence for trimming by comparing the ranks
weight, 5 5 smallest weight).

(1 5 high to 5 5 low) assigned to outliers and non-
outliers. Outlying input judgments were assigned lowerThe questions above are identical with one exception:

opinion C is an outlier in the first question but not in weights than the matching non-outliers; the mean
ranks were 4.3 vs 2.4, respectively, t(35) 5 10.8,the second (although it has the same width in both). In

constructing the materials for this study, we specifically p , .001.
The second goal of the analysis was to examine theselected samples of five judgments that included one

outlier. An interval judgment with an “extremity index” relationship between the precision of estimates and
their ranking. Generally, precision should correspond(see Study 3) greater than 4 was considered an outlier.

For each sample with an outlier, an identical matching to ranking except for cases where a highly precise esti-
mate happens to be an outlier in the sample. We con-sample of judgments was created in which the outlier

was replaced with a non-outlier. The serial position of ducted a multiple linear regression analysis where
ranking was regressed on two predictors: precision andthe outlier opinion in the sample varied randomly

across questions. Twelve pairs of questions were cre- outlier indicator. The precision variable was defined as
the logarithm of g/g0, where g is the interval width andated. Each pair consisted of two versions of the same



WEIGHTING AND TRIMMING 245

g0 the median width of the five estimates in the sample. two primary tasks in this study: (i) iterative sampling
of opinions from the pools of interval estimates and (ii)Note that the magnitudes of the estimates varied for the

various questions. The scaling by g0 permitted analyses calculation of measures of accuracy and variability.
across all questions. The outlier indicator is a zero/one

Simulation Studyvariable that indicates whether a judgment is a non-
outlier (0) or an outlier (1) as they were defined in A computer program was built to simulate the long-
the design of the study. The regression standardized run performance of various aggregation operations. The
coefficients for precision and the outlier indicator were simulation draws random samples from pools of an-
0.33 and 0.53, respectively, with t values of 8.3 and swers to real questions and then produces for each an
13.2, p , .001. The multiple correlation (R) for this aggregate estimate of the true answer. Suppose, for
regression model was 0.33 (R2 5 0.11), F(2, 1437) 5 instance, that the simulation draws two intervals “4–
90.6, p , .001. 100” and “15–35” from the pool of estimates made about

Overall Study 4 provides three kinds of results that the “number of American symphony orchestras” (Ya-
tie together well. First is the comparison of the fit mea- niv & Foster, 1997). The simulation then calculates
sures across the outlier and no-outlier conditions which an aggregate estimate for each scheme. For example,
suggests that trimming operation is involved in aggre- simple averaging of the estimates in the sample above
gation. Second is comparison of the ranks for the outlier yields 38.5, whereas weighting yields 29.7. The various
and matched non-outlier estimates. And third are the aggregate estimates are then fitted to the correct an-
regression results which suggest that an interval’s pre- swer, which happens to be 31 for this particular ques-
cision and extremity index are significant predictors of tion. Because several samples are drawn from each
the weight it receives in aggregation. Together these pool, the variability of the resulting aggregate esti-
results provide consistent evidence for weighting and mates could also be calculated. The process is then re-
trimming operations in aggregation. peated for the pool of answers concerning the next ques-

tion (e.g., “height of Mount Everest”). The fit and
CONCLUSIONS variability measures across all pools of answers are

then assessed for significance.The four studies suggest that both weighting and
trimming may be used in a contingent fashion in the

Methodaggregation of judgments. With minimal samples of size
2 (Study 1), weighting significantly improved the fit of This study consisted of 15 large simulation runs. In
people’s aggregate estimates in comparison with the each run, the sample size was fixed at either n 5 2, 5,
simple average. With larger samples of size 5 or 8 (Study or 8. Also, in each run, eight samples were drawn with
3 and 4), weighting and trimming operations consis- replacement from each of the 42 pools of answers (i.e.,
tently improved the fit over weighting alone. Interest- a total of 336 samples per run). For each sample, statis-
ingly, trimming (median) alone also provided a better tical estimates were calculated according to each of the
fit relative to weighting. In Study 4, we obtained some aggregation schemes. The mean and variance of these
direct evidence for weighting and trimming operations. statistical aggregate estimates were calculated across

The conclusions that emerge from the analyses of the samples from each pool of answers. As a measure
aggregate estimates naturally lead to the second cen- of fit we used, as in Studies 1, 3, and 4, the normalized
tral issue of this research, namely, the marginal contri- error |t 2 s|/g where t is the true answer to the question,
bution of weighting and trimming procedures to the s is the mean of the statistical aggregate estimates
accuracy of estimation. across samples for a given question, and g the median

interval width in the pool of the interval estimates made
NORMATIVE ACCURACY OF AGGREGATION about the corresponding question.

SCHEMES

Results
Suppose a decision maker adheres to particular ag-

gregation heuristic. How accurate would he or she be The results shown in Table 2 are the average fits
obtained from the simulation runs. To assess signifi-in the long-run in comparison with someone else who

adheres to another heuristic? The goal of the following cance, a binomial test was used. Pairwise comparisons
among the various schemes were made using the 42normative study is to assess the relative accuracy and

variability of various schemes. The results of the study questions as replicates (recall that each question de-
fined a pool of answers). A particular scheme wasprovide normative “benchmarks” for the usefulness of

strategies that we fitted to people’s aggregate esti- deemed better than another scheme if it yielded a better
fit on a significant number of pools. With N 5 42 pools,mates. A computer simulation was used to perform the
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TABLE 2 prefer the one that has the lower variability. Variability
was measured in terms of the standard deviation of theNormative Study: Fits of Various Schemes to the True

Answers aggregate estimates across samples from a given pool.
The standard deviations were then averaged across all

Sample size
Aggregation pools of answers, as shown in Table 3. (For purposes of

schemes n 5 2 n 5 5 n 5 8 scaling, the standard deviations were normalized by
the median interval width in that pool.)Trim and weight — *0.99 0.98

**43% 39% Pairwise comparisons were made among the
Trimming (median) — 0.97 0.90 schemes. As noted earlier, the 42 questions defined 42

51% 39% pools of answers. By the sign test with N 5 42, the
Weighting 1.20 1.17 1.23 critical N+ value is 27 (p , .05, one tail) which means56% 46% 43%

that a scheme is significantly better than another if itSimple averaging 2.18 2.46 1.83
151% 223% 140% produces lower standard deviations on 27 or more of

the pools (out of 42). Using this test, weighting was
*The fit is measured in terms of the normalized error |t 2 s|/g,

better than simple averaging for samples of 2, 5 or 8where t is the true answer, s is a statistical aggregate estimate based
estimates, the respective N+ were 30, 33, and 33. Trimon a particular scheme, and g the median interval width, based on

the data from Yaniv & Foster (1997). Lower numbers indicate a and weight was better than weighting for sample sizes
better fit. 5 and 8; the respective N+ values were 27 and 27. Trim-

**This fit measure is the “absolute percent error” 100 * |t 2 s|/t, ming was better than simple averaging for sample sizes
where t is the true answer and s is the statistical aggregate estimate.

5 and 8, the N+ values were 33 and 35, respectively.Lower percentages indicate a better fit.
The standard deviations for trim and weight did not
differ from those for trimming alone.the critical value of N+ is 27, p , .05, one-tail, by sign

The simulation results show that schemes that pro-test. Thus, a scheme is better than another if it has a
duce more accurate estimates also tend to have lowerlower fit on (at least) 27 out of 42 pools of intervals.
variability. In particular, with samples of size 2,

Accuracy of aggregate estimates. The relevant com- weighting dominates simple averaging because it pro-
parisons among the schemes in Table 2 are within col- duces higher accuracy and lower variability. With sam-
umn, separately for each sample size. Consistent with ples of size 5 and 8, trimming (median) as well as trim
the fit measure shown in the table, weighting was better and weight dominate other schemes, as they have
than simple averaging (for sample sizes of 2, 5 and 8, higher accuracy and lower variability.
the N+ values were 26, 27, and 27, respectively). The
trimming operation (median) performed better than GENERAL DISCUSSION
simple averaging on larger samples (for samples of sizes
5 and 8, the N+ values were 28 and 29, respectively). Heuristics are ubiquitous in judgment and reasoning
Similarly, trim and weight was better than simple aver- processes as they provide approximate, useful solutions
aging (for samples of sizes 5 and 8, the N+ values were to frequently occurring problems. Nevertheless, they
36 and 30, respectively). Trim and weight also outper- lead sometimes to serious, systematic errors through
formed weighting alone (for sample sizes of 5 and 8, injudicious use (Kahneman, Slovic, & Tversky, 1982).
the N+ values were 30 and 29, respectively). This observation is conducive to two divergent research

These results indicate that weighting and trimming strategies. Researchers could investigate the “valid
procedures for aggregating samples of judgmental esti- scope” of heuristics in attempt to delineate their use-
mates generally improve the accuracy in the estimation fulness across different situations to assess their gener-
of true answers. The usefulness of these operations is ality. An alternative research strategy is to explore the
contingent on the size of the sample of input judgments.
First, with minimal sample size of 2, weighting provides TABLE 3
an improvement over simple averaging. With larger

Normative Study: Standard Deviations of Estimates of
samples, either trimming alone or trim and weight im- Various Statistical Schemes
prove estimation above and beyond weighting or sim-

Sample sizeple averaging. Aggregation
schemes n 5 2 n 5 5 n 5 8Variability of aggregate estimates. Another formal

Trim and weight — 0.94 0.72criterion for evaluating aggregation schemes is the vari-
Trimming (median) — 1.07 0.66ability of the aggregate estimates that are produced by
Weighting 1.86 1.13 0.95a particular scheme across different samples. Natu-
Simple averaging 4.42 3.64 2.07rally, if two schemes are equally accurate, one might
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“limits” of heuristic thinking and to delineate the areas opinions without regard to their extremity in the sam-
ple. The relative fit results for various schemes (Studieswhere it fails. With the latter approach, special ques-
1, 3, and 4) are consistent with the interpretation thattions or tasks are constructed so as to reveal situations
decision makers (a) generally weight opinions accordingwhere the heuristics yield erroneous or illogical an-
to their precision in samples of 2 or more opinions andswers. These two approaches might be seen as comple-
(b) trim extreme opinions in samples of 5 or 8. Thementary.
results should be viewed as suggestions for the opera-The work presented in this article involved the former
tions that are involved in aggregating judgments.research approach. Accordingly the use of aggregation

Additional evidence supporting this conclusion comesheuristics was considered across a variety of cases and
from Study 2 which provides direct evidence that insamples. I reported two sets of results: the first was
weighting two opinions, decision makers bias their ag-based on empirical studies of decision makers’ aggrega-
gregate estimates in the direction of the more precisetion heuristics (Studies 1–4); the second came from a
estimate. Also, Study 4 reveals that the ranking of thecomputer simulation of aggregation. The general con-
input opinions in the sample (N 5 5) is directly relatedclusion that emerges from these two sets of results is
to their precision, with the exception of the extremethat people seem to use aggregation schemes that are
opinions (which are assigned low ranks even whenwarranted by the simulation results.
stated with precision). The pattern of ranking revealedThe rationale for using a computer simulation of ag-
in this study is consistent with the trim and weightgregation was that the usefulness of any aggregation
scheme which implies that an opinion is assigned a lowscheme ultimately depends on the properties of the
(or zero) weight either when it is stated coarsely orjudgments that are being aggregated (e.g., the variabil-
when it is both precise and extreme. The results suggestity of opinions, bias, and frequency of extreme opinions).
that cognitive heuristics involving weighting and trim-The present aggregation simulation sampled from pools
ming operations are likely to play a role in people’sof judgments that were obtained from respondents who
aggregation of opinions.participated in an earlier study (Yaniv & Foster, 1997).

It should be noted in passing that the presentIn that respect,the samples of estimates were ecologi-
schemes can be elaborated on in various ways. For in-cally representative of the estimates that might be ob-
stance, the weighting factor was proportional to thetained in daily life when seeking answers to questions.
inverse of width (1/g). Alternatively, weighting could beThe results of the aggregation simulation show that
proportional to 1/log g or 1/gk (k . 0). Several weightingweighting and trimming operations improve the accu-
systems have been explored in the course of data analy-racy of aggregate estimates over simple averaging.
sis and were not reported because they yielded indistin-Whereas with small samples of opinions (e.g., 2 opin- guishable results from those obtained in weighting by

ions) weighting improves accuracy, with larger samples 1/g. Similarly changing the cutoff level for the trim and
(e.g., 5 to 16), trimming alone as well as the scheme weight scheme (from 2 to 8) had no qualitative effect
called “trim and weight” outperform simple averaging. on our conclusions. I suggest that we are witnessing
It appears that the usage of weighting and trimming here another case where human judgment is highly
operations contingent on sample size dominates sim- robust to variations in modeling, as has been shown
ple averaging. numerous times in the literature on linear models of

The results of the computer simulation presented human judgment (Dawes, 1979; Einhorn & Hogarth,
here establish therefore norms that could be used as a 1975). The conclusion is that it might be sufficient to
benchmark for assessing human behavior. In Studies consider the simpler instances of each family of descrip-
1–4, decision makers formed a global opinion based on tive models.
the opinions of several individuals. Conceivably there

Normative Implicationsis an infinite number of potential schemes that decision
makers could use for aggregation. It is practically im- A notable finding from the simulation results is that
possible to examine (or even specify) any great number a few judgments are sufficient to obtain most of what
of them. This work has, therefore, been limited to exam- there is to be gained from aggregation. For instance,
ination of a number of basic aggregation operations that the accuracy of aggregate estimates increases only to
are likely to be the “building blocks” of more complex a moderate degree as sample size varies from 2 to 8
schemes. The fit results for judges’ aggregate estimates opinions. This conclusion holds for weighting, trimming
suggest that weighting and trimming operations are and for trim and weight. Several investigators have
likely to be components of the subjective aggregation already noted that the majority of the gain from averag-
scheme. For instance, based on the fit results one can ing large numbers of opinions can be obtained by aggre-

gating as few as two to five opinions (Ashton & Ashton,readily reject the hypothesis that people average all
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1985; Libby & Blashfield, 1978; Hogarth, 1978). At first of the estimates, thereby highlighting the need for com-
puter simulations as a tool for normative study of aggre-glance, it seems puzzling that additional data (i.e., opin-
gation schemes.ions) do not boost accuracy to a greater extent. Moreover

the relative success of the trimming (median) proce-
dure—which by definition trims all observations except Cognitive and Social Issues
for the middle opinion(s)—suggests that the magni-

Whereas the normative justification for trimming de-tudes of extreme opinions are dispensable. The follow-
pends on the distribution of judgments about the trueing discussion provides an intuitive explanation of why
answer, the cognitive reasons for trimming are morethat might be the case.
diverse. One could attribute to the decision makers inNote that in forecasting, in general, the goal of taking
our study a rational understanding of the distributionala sample of opinions is to estimate some external, logi-
properties of the judgmental errors such as the thick-cally independent quantity (e.g., tomorrow’s tempera-
ness of its tails and prevalence of outliers. An alterna-ture). Hence, the sample mean does not necessarily
tive possibility is that decision makers are not cognizantapproach the true parameter in a lawful manner as
of the properties of the inputs. Instead they simplydictated by the law of large numbers. In particular,
engage a basic cognitive process that trims data as aconsider the population of opinions about a given ques-
part of a generalized strategy of resolving inconsistenc-tion and call the “mean judgment in the population” m
ies and conflicts among input opinions by removingand the “true answer” t. The law of large numbers im-
the dissonant data, whether justified or not. Whereasplies that the mean of a random sample of opinions
removing inconsistent data is an anathema for re-

tends to m as sample size increases. If m 5 t, then searchers, it appears to be a rational heuristic in intu-
accuracy should improve as sample size increases. How- itive aggregation of judgments given the distribution
ever, if the mean opinion is biased relative to the truth of errors.
(m Þ t) then aggregation can boost accuracy only up to The only basis for weighting opinions in this work
the difference between t and m. Suppose the underlying was the precision of the input estimates (construed as
bias |m 2 t| is small relative to the standard deviation a proxy for confidence, Yaniv & Foster, 1995, 1997).
of the opinions about their mean m—in this case the Because precision is to some degree correlated with
gain from aggregation is expected to be substantial be- error, the weighting scheme improved accuracy over
cause averaging will converge on a value close to the simple averaging. It might be noted that realistic envi-
truth; in contrast, when the bias is large relative to the ronments are sometimes richer and provide various
standard deviation, the expected gain in accuracy from kinds of information about the judges. Thus decision
aggregation is small (Einhorn et al., 1977). makers might have available additional cues on which

to base their weighting of the judgments, such as theThe relative magnitudes of bias and standard devia-
judges’ expertise and the judges’ reputation based ontion might vary across different questions within a
their prior performance. The possibility of weightingstudy. Whereas for some questions the gain is substan-
each opinion by multiple factors presents an interestingtial for others it might be minute. This perhaps explains
theoretical problem; it also suggests a complicated cog-the common findings that aggregation of opinions tends
nitive process for the decision makers who constructto improve accuracy but that the gain accrued dimin-
the weights (e.g., see Klayman, 1988, on the learningishes rapidly as sample size increases. In general, the
of cues in a probabilistic environment).bases for weighting and trimming are contingent on the

properties of the parent distribution of the judgmental
errors. For instance, whereas trimming greatly con- CONCLUSION
tributes to accuracy when the distribution of errors is
heavy-tailed and symmetric, its effect on accuracy could The aggregation of judgments under uncertainty is
be lower with skewed or asymmetric distribution and a complex cognitive task yet a practical problem that
even disappear in the case of a symmetric thin-tailed occurs in many decision making situations. Facing com-
distribution of errors. It is conceivable also that the plex tasks, individuals often rely on heuristics that pro-
advantage of trimming relative to simple averaging vide approximate solutions. The results of the studies
would be somewhat lower when the estimates are made here suggest that people rely on weighting and trim-
on a bounded scale (e.g., a Likert 7-point rating scale ming heuristics. The computer-simulated competition
or a percentage scale). suggests that these heuristics are indeed justifiable on

In sum, the usefulness of aggregation of judgments the grounds that they increase the accuracy of estima-
tion.is an empirical possibility that depends on properties
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